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Abstract—We propose a simple encoder-decoder model for
joint learning of dependency parsing and semantic role label-
ing (SRL). Experiments on CoNLL-2009 datasets show that
our model is competitive with the state-of-the-art ensemble
model on SRL task and significantly outperforms state-of-
the-art joint models on joint evaluation metrics. Results show
that with the implicit encoding, the syntax information can
further improve a state-of-the-art semantic role labeler.
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I. INTRODUCTION

Semantic role labeling (SRL) [1] defines shallow se-
mantic dependencies between arguments and predicates.
Traditional statistical models rely heavily on outputs of
syntactic parsing [2]–[5], benefiting from syntactic fea-
tures. Recently, neural models have become the dominate
approach for SRL. With the representation learning ability
of neural network, whether to use the syntactic feature
becomes debatable. Both syntax-dependent semantic role
labeler [6]–[9] and syntax-agnostic ones [10]–[12] achieve
state-of-the-art accuracies.

Regardless of being statistical or neural, all SRL models
above rely on explicit parser outputs. The neural models
extract syntactic information by learning representations of
parse trees, via methods including dependency path em-
bedding [8] and tree-LSTMs [13]. However, such models
can be negatively impacted by parser errors. One solution
to this problem is to perform joint learning of syntax and
semantic roles, which are intuitively related knowledge.
However, joint parsing and semantic role labeling turns
out a highly challenging task, with negative results being
reported [14]–[16].

Neural network models shed new light on the joint task.
[17] leveraged the shift-reduce algorithm of [18] and a
stack LSTM structure [19], showing that SRL can benefit
from joint decoding, without degrading parsing accuracies.
[13] showed that both parsing and SRL can be improved
by sharing word embeddings between two neural models,
using a Chinese dataset. Their finding is in line with [20]
and [21], who find that multi-task learning between SRL
and non-parsing tasks lead to improvements. On the other
hand, no work has done investigating deeper parameter
sharing between syntactic and SRL tasks.

We fill this gap by empirically investigating a conceptu-
ally simple model that integrates the dependency parsing
of [22] and SRL model of [12], sharing model parameters
beyond word embeddings. These signle models rely on

Figure 1. System Architecture

the LSTM encoder layers, with light output layers, which
make it feasible to share information heavily using the
encoder. For long sentences whose predicted syntax trees
can be incorrect in a pipeline model, implicit syntactic
information can be learned in our joint model and support
for better semantic role label prediction. Compared to
the method of [17], our model decouples syntactic and
semantic outputs, performing only joint learning but not
joint decoding. Compared with [13], our model performs
deeper parameter sharing. On standard CoNLL09 datasets,
our model achieves state-of-the-art performance on SRL
task and joint learning task.

II. MODEL

Shown in Figure 1, our model consists of two main
components, namely the encoder and the decoder, respec-
tively. The encoder component (Section II-A) is split into
general encoder layers shared by syntax and semantic
roles, and task-specific encoder layers. The decoder com-
ponents (Section II-B) are task-specific, taken from [22]
and [12], respectively.

A. Encoder
1) Lexical Feature Encoder: For each word in the given

sentence, we create a word representation xt, which has
three components: a word embedding wt, a pre-trained
word embedding pret, and a part-of-speech (POS) tag
embedding post. All embeddings are randomly initialized
and fine-tuned during the training, except for the fixed pre-
trained embeddings pret. Following [22], the final lexical
feature representation is vector xt = (wt + pret) ◦ post,
where ◦ denotes the concatenation operation.

2) General Sentence Encoder: A three-layer bidirec-
tional Long Short Term Memory network (LSTM) with h
hidden units is used to model each sentence. We adopt the
LSTM variation given by Graves [23].
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3) Task-Specific Encoder: This component is used to
model task-specific information such as the given predi-
cate for SRL.

• SRL-Specific Encoder: For SRL, two additional in-
formation resources are used for the encoder [10],
[12]: a predicted lemma embedding let and a predi-
cate indicator embedding indt. We obtain the hidden
feature hidt of each word with context information
from the general sentence encoder, and concatenate
it with two additional embeddings r(en)t = hidt ◦
let ◦ indt. The lemma and indicator embeddings are
active when the position is for predicate in the given
sentence. Otherwise, a padding is used. The new
feature representations t(en)t are fed into one-layer
bidirectional LSTM for encoding.

• Parser-Specific Encoder: For dependency parsing, we
simply feed the general representation hid to a one-
layer bidirectional LSTM in order to train parser-
specific parameters.

B. Task-Specific Decoder
1) SRL Decoder: Given a sentence and a predicate p,

the SRL decoder assigns a semantic role to each word with
role label r. Because this prediction is predicate-related,
we concatenate the hidden representation of each word
r(srl)t with the predicate hidden representation r(srl)p and
feed them into a classifier:

p(r|rsrli , r(srl)p , l) ∝ exp(Wl,r(r
(srl)
i ◦ r(srl)p )),

where l is the predicted lemma of predicate p. We follow
[7], [9] and [12] , using a predicate-role related transform
parameter Wl,r instead of a fixed parameter Wr. We con-
catenate the embeddings of predicted lemma and semantic
role label, and then feed them into multilayer perceptron
(MLP).

Wl,r = ReLU(U(lel ◦ labelr)),

where U is a parameter, lel is fetched from the previous
embedding introduced in Section II-A3, and labelr is the
embedding of the role labels, which is initialized randomly
and fine-tuned during training. This setting makes the role
prediction predicate-specific. The classifier computes the
probability of each role for each word, including NULL,
which is used when that word is not an argument of the
specific predicate.

2) Parser Decoder: A deep bilinear attention mecha-
nism [22] is used for the parser decoder. In particular,
the recurrent states r(parser) of the parser encoder are
fed into four MLPs for parsing and dependency relation
classification.

h(arc−dep)
i = MLP (arc−dep)(r(parser)i )

h(arc−head)
j = MLP (arc−head)(r(parser)j )

h(rel−dep)
i = MLP (rel−dep)(r(parser)i )

h(rel−head)

y(arc)
i

= MLP (rel−head)(r(parser)
y(arc)

i

)

MLPs are used to solve the overfitting problem by
dimension reduction before modeling the relation between

word i and word j. Four different representations can be
derived here. h(arc−dep)

i is the representation when word
i is the dependent node in the arc. Similarly, h(arc−head)

j
is the feature when the word j is the head node in the
arc. The other two representations have similar meanings
but are used for label prediction. y(arc)i denotes the head
node of the word i (gold head word is used during training
and predicted one is used during testing). h(rel−dep)

i

and h(rel−head)

y(arc)
i

have similar meanings. Hence y(arc)i is

different from j, because y(arc)i represents the head of i
in the relationship but not an arbitrary node j.

Biaffine transformation is employed for calculating the
probability of j being the head of i:

s(arc)ij = hT (arc−dep)
i U (arc)h(arc−head)

j

+WT (arc)h(arc−head)
j ,

where U (arc) and wT (arc) are parameters.
A similar method is used to calculate the probability of

i baring relation rel with y(arc)i .

s(rel)i = h(rel−dep)
i U (rel)h(rel−head)

y(arc)
i

+W (rel)(h(rel−dep)
i ⊕ h(rel−head)

y(arc)
i

)

+ b(rel),

where U (rel), W (rel) and b(rel) are parameters.
The Chu-Liu-Edmonds Algorithm is used for tree struc-

ture decoding.

C. Predicate Disambiguation
We follow the setting of the CoNLL 2009 task, in which

the predicates are given for each sentence during both
training and testing. For the sense disambiguation subtask,
a simple Bi-LSTM model is used. A word is represented
by the concatenation of its word embedding, predicted
POS embedding, pretrained word embedding, predicate
lemma embedding and predicate flag embeddings. This
representation is fed into a single-layer Bi-LSTM, from
which the concatenation of the hidden states of the pred-
icate and predicate lemma embeddings is fed into a MLP
and then a softmax classifier to obtain the predicate sense.
At test time, if a predicate has never been seen during
training, the first sense is used for this predicate.

III. EXPERIMENTS

A. Experimental Settings
1) Dataset: We follow [17] to evaluate our model on

the CoNLL 2009 data set including English, Chinese and
German Dataset, with standard training, development and
test splits. Predicted POS tags and lemmas are used for
all experiments.

2) Model Details: GloVe embeddings [24] are used for
predicate disambiguation. For semantic role labeling, we
used external embeddings of [19] trained by the structured
skip n-gram approach of [25]. Word2Vec [26] is used
in Chinese Dataset and skip n-gram is used in German
Dataset for both predicate disambiguation and joint task.

2017 International Conference on Asian Language Processing (IALP) 339



Table I
SRL LABELED F1-SCORE OF OUR MODEL AND SEVERAL STATE-OF-THE-ART SYSTEMS.

Excluding predicate senses Including predicate senses
Model WSJ-dev WSJ-test Brown-test WSJ-test Brown-test
Lei et al. 2015 81.03 82.51 70.77 86.58 75.57
FitzGerald et al., 2015 82.3 83.6 71.9 87.3 75.2
Roth and Lapata, 2016 - - - 86.7 75.3
Swayamdipta et al., 2016 - - - 84.97 74.48
Guo et al., 2016 83.51 85.04 73.22 88.37 77.34
Marcheggiani et al. (2017a) - - - 87.6 77.3
Marcheggiani et al. (2017b) - - - 88.0 77.2
this work 85.58 87.11 77.43 89.07 78.93
Model + Reranker/Ensemble WSJ-dev WSJ-test Brown-test WSJ-test Brown-test
Roth and Lapat, 2016 + R,E - - - 87.9 76.5
Marcheggiani et al. 2017b + E - - - 89.1 78.9

Table II
CONLL-2009 ENGLISH RESULTS. STATISTICAL SIGNIFICANCE

(JOINT vs. SEMANTIC-ONLY) WITH p < 0.05 IS MARKED WITH ∗

Model UAS LAS Sem. F1

Syntax-only 94.35 89.72 -
Semantic-only - - 88.88
Joint 94.47 89.75 89.07∗

Table III
MacroF1 FOR JOINT MODELS ON CONLL 2009.

Language CoNLL’09
best

Swayam-
dipta’16

this work

English 87.69 87.45 89.42
German 82.44 81.05 83.50
Chinese 76.38 79.27 82.67

We set the words as UNK when frequency is 1. Word
embedding and pretrained word embedding size is 100
for English and Chinese, 300 for German1. All other
embeddings size is 100. All LSTM hidden states size are
all set to 512 and all MLPs have one hidden layer of size
100.

Model parameters are optimized using Adam [27], with
β1 = β2 = 0.9 and learning rate 5e−3 . The best model
parameters are selected according to a score metric on the
development set. In particular, we use F1 for SRL, LAS
for parsing, and MacroF1 [28] for the joint task. Other
hyper-parameters follow the settings of [22].

3) Objective Function: Cross-entropy loss is used for
both tasks. For the joint system, the two tasks share one
set of general representation. A simple objective function
can be

loss(system) = loss(SRL) + loss(Parser)

We add another two hyper-parameters to emphasize
SRL results and adjust objective function to

loss(system) = weight(srl)loss(SRL)

+ weight(parser)loss(Parser)
This strategy works well in practice. For English and

Chinese Dataset, wsrl : wparser = 1.8 : 1.0 is used. For
German Dataset, wsrl : wparser = 1.9 : 1.0is used. These
parameters are tuned on development set.

1These sizes are restricted by the pretrained word embeding size.

Table IV
AVERAGED F1 ON DIFFERENT LENGTHS OF SENTENCES

(TEST-DATASET)

Sent Length <20 21-30 31-40 41-50 >50
Single Model 78.44 88.40 88.43 87.46 83.74
Joint Model 78.62 88.59 88.76 87.94 84.45

B. Results and Discussion

Table II shows the results on English. Syntax-only
is the single parisng model and semantic-only is the
single SRL model. The results show that joint train-
ing enhances the performance of SRL significantly (p-
value<0.05) and parsing result is comparable with the
syntax-only model. For Chinese and German dataset, we
have similar findings(Chinese/LAS: 81.70→81.68, Chi-
nese/Sem. F1 :83.47→84.12, German/LAS: 86.39→86.32,
German/Sem. F1 :78.28→80.84). These results are in line
with the finding of [17].

Results of state-of-the-art joint parsing and SRL models
are shown in Table III. With the given the dataset, the
overall performance of our joint system outperforms all
the CoNLL 2009 systems together with [17]. This perfor-
mance benefits from the power of the deep encoder and
decoder framework and the incorporation heterogeneous
attributes from other state-of-the-art systems. The encoder
can induce lexical and contextual feature automatically
from word and POS tags embeddings.

Table I2 shows the results of SRL performance. We
achieve competitive results with the state-of-the-art en-
semble system of Marcheggiani and Titov [9] (89.07%
against 89.1%, 78.93% against 78.9%). In order to alle-
viate of influence of the predicate sense (the accuracy of
predicate sense disambiguation of our model is 93.43%
on WSJ test data and 82.36% on Brown test data), the
results of excluding predicate senses are also showed. Our
system shows great generalization ability as the system has
improvement by 4.21%(73.22%→77.43%) in comparison
with the system of [21] on out-of-domain Brown evalua-
tion.

2The system of Roth and Lapata uses automatic predicate for the
pipeline system, which is not comparable with other systems which use
the gold predicate.
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Table IV shows that for different length of sentences.
The SRL performance is improved in joint model benefit
from deep parameters sharing. Especially for those sen-
tences whose lengths are 40+, the improvement is more
significant which benefits from the syntactic information
in our joint model.

IV. CONCLUSION

We investigated deep parameter sharing for joint depen-
dency parsing and semantic role labeling, taking two state-
of-the-art models that use the encoder-decoder structure as
our baselines. Results demonstrate that syntax information
can improve a state-of-the-art semantic role labeler with-
out explicit syntax input significantly. To our knowledge,
our model gives the best results on CoNLL09 dataset. The
code will be available on author’s website.
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